Gt iEE
=



EEGHERN D RAXER

>a)Rl: WA ERBHEMENFERLT, XABESRITRITE— 1 FRIER?
>z BAE . O/RA[RRI& (Markov Assumption) , —FfhSSSCRYE 1L
>EBRIgHENA R T &RIEA N — 1 Na, mIEEANFRE

P(xe | x<p) = P(X¢ | Xpmpg1s voor Xe—1)

> 28 hET: |ARUAMTT (MLE). HARBE “B#” . 5, xJTFBigramixil

Count ( context + word )
Count ( context )

P(word | context) =

>ﬁt){—:—'\: %-%-\ 'H_ﬁll‘j%\ ﬂﬁg$¥'l‘igi



N-gram iS5 =&

>EBSRAEXEBZENATIES, #1153 N-gram =RE!
»>—Jti&% (Unigram, n=1): {7 5iAZ [EfE B i3
T
P(xq, ., X1) = HP (x¢)
> = EiE% Bigram, n=2): S ARKBFE— A

T
PCay, - xr) = PC) | [P Greleos)

> = Jtigs% (Trigram, n=3): §/MAKE T B MA

T
P(xq, ..., x1) = P(xq,X3) HP (el Xem2, X¢—1)
t=3
> ST B s ARUAMGITT (B “B8” ) KitEHER

Count(Wi_p41y veer We—1, W)
Count(Wi_p41, vy We—1)

P(WelWeeptts ey Weq) =



N-gram BYIRZEPE (1): BIBHHRES THE(E)>

> #UEEE (Data Sparsity)

>R —PN-gramENZIBRIPREIE, Eir#R0, SEEEMEITHO0
>0, IZEHZRIT "to wreck a nice beach", RIS\ AIXAIEAATEEHIT
>R Fig (Smoothing)
>RIERIET G ARTETTEER N-gram HEIM— NN EiBME o
Count(...,w) +

Pwel ) = Count((...) J:)a|V|

>iold: NENETEEITHERE, EeNEMEGTD “BE7 XZBER, fEEEENRIELS. TE
SHKESH (ZipfsLaw) , HREE




N-gram HYIRAERPE (2): 4EF R

> RBVERBEARIARIR :  N-gram iREVWSH TR SHEE n RUIEMMIEHRIEK
>—ANKNA V| BIECER, N-gram #EEIBHSEEEL K o(VM)
>RIZ |V| = 20000 (—NRFXRPAIRLLER)
>Bigram (n = 2): 200002 = 4 x 108
> Trigram (n = 3): 200003 = 8 x 1012
>4-gram (n = 4): 20000* = 1.6 x 1017

>lER:
>IEERME: TORTFMHILLER KNS HER
>GRO HfERETRME, AT FIREERIREUE LATREMMEITXESY
>IEREW: L, REFEHIERNn (B8 n<5). ERERBEREERFE
AR ETX, AR A FHRVKFE/A T (Long-term Dependencies)
>f5l: "The boy who lives in that big house on the hill ... is happy."

> X8 "boy" FzhiAl "is" 2 BIFBEEH—HM, FEEBKES, N-gram RE L EER



N-gram BYRZAEPE (3): 1B X BBk 552 Tt

>N-gram {#EEE N BRI A— A, EEAIFTS (one-hot vector)
> BRI R B iR 2 8] 8918 AL
>RIZRBEER S IE "the cat is walking”
>itE "the dog is walking" #ZR 8T, FEFIE "cat" #1 "dog" #EENH. #AMEATIBIBNEE
>EIRBERY, A5 (the, cat) #1 (the, dog) AN HEXEY. IERAISEMR. BRI ERE
PIRARRE: BT HRNBERRRE, TEFEIE—1FR. ZUEBXEE,. RE

HREE “iB12” WEHRIN, MARE “HME” A 2 BRIAY. BEEXHEMBEREN

e
>R FENRERBEZER] TRk
>RNFE—MEMORRTGE, ELAEHER. R4ER. FHEREIEX
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